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Prospects for Nearby Core-Collapse 
Supernovae

✴ Important galaxies for CCSN 
rate in Local Group (CCSNe/
100yr)
✴ Milky Way (0.5-2.5)

✴ LMC (0.1-0.5)

✴ NGC6822 (~0.04)

✴ M31 (0.2-1.2)
✴ M82 @ 3.52Mpc with 

(3.0-13.0) CCSNe/100yr

✴ CCSNe most likely to be 
~10kpc from galactic center.

Next Galactic Supernova 3

We assume that dust traces star formation, and thus use the
scale length and height of the thin disk for the scale length
and height of the dust distribution. We adopt a scale length of
Rd = 2.9 kpc and scale height of H = 95 pc from the TRI-
LEGAL model. These choices for the spatial distribution
are less critical than the estimated total extinction along any
line of sight. We separately consider four possible normal-
izations for the total line of sight extinction. The simplest
method we use (hereafter referred to as SIMPLE) distributes
the dust following Eqn. 1 and normalizes the distribution to
have AV = 30 to the Galactic center. In the remaining mod-
els, we distribute the dust along any line of sight following
Eqn. 1, but normalize each line of sight using an empirical
model for the total extinction in that direction. In our second
model (SFD98), we normalize the extinction along each line
of sight by the total extinction from Schlegel et al. (1998).
However, Schlegel et al. (1998) is believed to overestimate
E(B -V ) in regions of high extinction (Stanek 1998; Arce &
Goodman 1999; Chen et al. 1999). To account for this, we
consider a modified SFD98 model (modSFD98), where we
correct the high extinction values following Bonifacio et al.
(2000), such that E(B - V )0 = E(B - V ) for E(B - V )  0.1
and E(B -V )0 = 0.1 + 0.65(E(B -V ) - 0.1) for E(B -V ) > 0.1,
which significantly reduces the total extinction in the Galactic
plane. Since the SFD98 dust maps may be completely prob-
lematic in the areas of high extinction found near the Galac-
tic midplane (e.g., Majewski et al. 2011), we also consider
a model employing the Rayleigh-Jeans Color Excess (RJCE)
extinction map of the Galactic midplane presented by Nide-
ver et al. (2012) where possible, falling back to the modi-
fied SFD98 only in the 17% (42%) of cases where our cc-
SNe (SNe Ia) lay outside of the RJCE extinction map foot-
print. We note that the RJCE extinction map is derived from
red giant branch stars, which lie within the Galaxy, and so
only estimates the total extinction out to 18-20 kpc from
the observer. This should still represent the total extinction
for most of the simulated SN positions. For comparison we
also present results that assume no extinction (No Dust). We
adopt AV = RV E(B -V ) and AK = 0.114RV E(B -V ) following
Cardelli et al. (1989), with RV = 3.1.

2.2. ccSNe
We assume that ccSNe trace the thin disk and use the thin

disk parameters from TRILEGAL described in §2.1. The dis-
tance probability distribution of ccSNe for these parameters is
shown in Fig. 2 and the extinction probability distributions of
ccSNe for the different dust models are displayed in the left
panels of Fig. 3. We only present results for this single set
of thin disk parameters because, to the extent that dust traces
massive star formation, the exact choice of disk parameters
is relatively unimportant. First, if the dust distribution traces
the distribution of massive star formation then the differential
distribution of ccSNe along a line of sight, dN/dl, is propor-
tional to the differential of the optical depth along the line of
sight, d⌧/dl, and the differential distribution of the progen-
itors in optical depth, dN/d⌧ , is independent of the spatial
distribution chosen for the ccSNe. Second, any effects from
changing the spatial distribution are negligible compared to
the differences between the extinction models.

Given the distances and extinctions to each supernova po-
sition, we calculate the apparent magnitude probability distri-
bution of ccSNe. We first consider a case using a fixed mag-
nitude of MV,max = -16 and V - K = 1.0, where the color is
a “typical" value from Krisciunas et al. (2009). This simple

FIG. 2.— Differential (top) and cumulative (bottom) distance (from Earth)
distributions. Reasonable changes in the distance distributions have relatively
little effect on the visibility, so we only present the fiducial case.

case allows the reader to easily rescale the observability for
arbitrary luminosity and color. We also present the magni-
tude distribution obtained by folding in the ccSNe luminosity
function found by Li et al. (2011b) and use this case for quan-
titative estimates of the observability of ccSNe. This has little
practical consequence, but is easy to include.

We find the apparent magnitude distribution for the ccSNe
progenitor population by assuming that the number distribu-
tion of the population is given by a Salpeter IMF (dN/dM _
M-2.35) with a minimum mass of 8M� and a maximum mass
of 100M�. To find the progenitor luminosity for a given mass,
we rely on an interpolation of the Padova isochrones (Marigo
et al. 2008), taking the progenitor luminosity to be the lumi-
nosity of the most massive star left on the isochrone. Other
models would yield moderately different results due to differ-
ing treatments of mass loss and the transition between being
red or blue supergiants and Wolf-Rayet stars at the time of
explosion.

2.3. SNe Ia
Mannucci et al. (2006) and Brandt et al. (2010) find that

SNe Ia progenitors can be described by a bimodal progeni-
tor delay time distribution, with approximately half the SNe
Ia occurring at stellar ages of order 100 Myr and the remain-
ing half occurring on Gyr timescales. Therefore, we draw our
SNe Ia progenitors equally from the thin disk population used
for the dust and ccSNe in §2.1 and §2.2 and from a thick disk
population with Rd = 2.4 kpc and H = 800 pc, again follow-
ing the TRILEGAL parameters. We note that recent work has
advocated a continuous delay time distribution (Horiuchi &
Beacom 2010; Maoz et al. 2012), but this extra complication
seemed unnecessary for our present models. As with the cc-
SNe, the distance and extinction probability distributions of
SNe Ia are shown in Figs. 2 and 3. We give the cumulative
magnitude probability density for SNe Ia of a characteristic
magnitude of MV = -18.5 and V - K = -0.7 (Folatelli et al.
2010) and by folding in the SNe Ia luminosity function from
Li et al. (2011b), using the results of the latter for quantitative
estimates of the observability of SNe Ia. As for the ccSNe,
the elaboration of including the observed luminosity function
is trivial but has little effect.

Adams+13
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The Advanced Detector NetworkThe Advanced GW Detector Network: 

1C. D. Ott @ University of Rochester, 2012/04/18

Advanced LIGO 
Hanford, WA 
Due online 2015 

Advanced LIGO 
Livingston, LA 
Due online 2015 

Advanced Virgo 
Due online ~2017

LIGO India
Due online ~2020

KAGRA
Due online ~2018
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Challenges in Detecting CCSNe

✴ Low event rate for 
aLIGO.

✴ Duty cycle not optimal.

✴ Non-Gaussian and non-
stationary detector 
noise.

✴ Can’t predict exact GW 
signal expected 
robustly.

Detector S5y1 (Nov 05-Nov 06) Duty Cycle
H1 72.8%
L1 59.3%

Abbott+09,Phys.Rev.D80:102001
4

How to detect GW from CCSNe
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The Excess-Power Search
✴ Uses time-frequency signal 

content.

✴ Optimal for unmodelled 
signals.

✴ Does data contains excess-
power than expected from 
noise?

✴ Increase accuracy by reducing 
`on-source’ region (OSR).

✴ X-Pipeline (Sutton+09) and 
Coherent WaveBurst 
(Klimenko+08).
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LIGO+&+Mul'messenger+Astronomy+
20

0 20 40 60 80 100 120 140 160 180-20
-15
-10

-5
0
5

10

h+D
h⇥D

-20
-15
-10

-5
0
5

10

t � tbounce [ms]

h +
D

,h
⇥

D
[c

m
]

h +
D

,h
⇥

D
[c

m
]

s27 fheat1.05

Polar Observer

Equatorial Observer

0 20 40 60 80 100 120 140 160 180-20
-15
-10

-5
0
5

10

h+D
h⇥D

-20
-15
-10

-5
0
5

10

t � tbounce [ms]

h +
D

,h
⇥

D
[c

m
]

h +
D

,h
⇥

D
[c

m
]

s27 fheat1.15

Polar Observer

Equatorial Observer

Figure 14. Left panel: Gravitational wave polarizations h+D and h⇥D (rescaled by distance D) of model s27 fheat1.05 as a function of postbounce time seen
by and observer on the pole (✓ = 0,' = 0; top panel) and on the equator (✓ = ⇡/2,' = 0; bottom panel). Right panel: The same for model s27 fheat1.15. Both
models show a burst of gravitational waves associated with large-scale prompt convection developing shortly after bounce. Subsequently, gravitational wave
emission comes from aspherical flow in the gain layer, in the outer protoneutron star, and from descending plumes of material that are decelerated at the edge of
the protoneutron star. The gravitational wave signals are trending towards higher frequencies with time.

Figure 15. Characteristic spectral strain spectra hchar( f ) f -1/2 of all four
models at a distance of 10kpc compared with the design noise levels

p
S( f ) of

Advanced LIGO in the broadband zero-detuning high-power mode (aLIGO
ZD-HP), KAGRA, and Advanced Virgo in wideband mode (AdV WB).

convection in the two models are quite different, but the over-
all amplitudes agree well, but peak in different viewing direc-
tions. The subsequent evolution of the GW signals is similar
in both models, both polarizations, and both observer posi-
tions. After an intermittent quiescent phase, GW emission
picks up again at times &80ms after bounce when aspherical
dynamics becomes strong throughout the entire postshock re-
gion (cf. Fig. 9). In this phase, the GW emission transitions
to higher frequencies, indicating that emission from deceler-
ation of downflows at the steep density gradient at the edge
of the protoneutron star (as first pointed out by Murphy et al.
2009) and convection in the protoneutron star play an increas-
ing role. While both models have expanding shocks at the end
of their simulations, the shock acceleration has not become
sufficiently strong to lead to an offset in the GW signal (GW
memory) seen in other work that followed exploding models
to later times (e.g., Murphy et al. 2009; Yakunin et al. 2010;

E. Müller et al. 2012; Kotake et al. 2009, 2011).
The peak GW strain amplitudes reached in our models are

from prompt convection and go up to |h|D ⇠20cm (⇠6.5 ⇥
1022 at 10kpc). Scheidegger et al. (2010) found |h|D ⇠10cm
and Fryer et al. (2004) found |h|D ⇠12cm, but we note that
the GW signal will depend on the strength of prompt convec-
tion, which is different from model to model. The approaches
of E. Müller et al. (2012) and Kotake et al. (2009, 2011) do
not allow them to study prompt convection. The typical am-
plitudes reached in the preexplosion phase are ⇠3cm (⇠10-22

at 10kpc). This is comparable to, but somewhat larger than
what E. Müller et al. (2012) found in the preexplosion phase
of their models. This may be due the different progenitor
models used and/or to the rather large inner boundary radius
of their models in the preexplosion phase. Our typical |h| are
also quantitatively consistent with the findings of the simpler
3D simulations of Scheidegger et al. (2010) and Kotake et al.
(2009, 2011), but are a factor of a few smaller than predictions
from 2D simulations (e.g., Marek et al. 2009; Yakunin et al.
2010; Murphy et al. 2009).

Figure 15 contrasts the angle-averaged characteristic GW
strain spectra hchar( f ) (Flanagan & Hughes 1998) of our
models with the broadband design noise levels of advanced-
generation GW interferometers, assuming a source distance
of 10kpc. The spectra are scaled with a factor of f -1/2 to
allow one-to-one comparison with the detector one-sided am-
plitude spectral noise density

p
S( f ), which has units of Hz1/2.

Most of the detectable emission is within ⇠60 - 1000Hz and
at essentially the same level of ⇠2-6⇥10-23 Hz-1/2. A galac-
tic event (at 10kpc) appears to be well detectable by the
upcoming generation of detectors. All four models, while
having distinct individual h+ and h⇥ time series that vary
greatly in the time domain, exhibit essentially the same ro-
bust spectral features, independent of fheat and the exact post-
bounce time the individual models are evolved to. The low-
frequency to intermediate-frequency emission is most likely
due to prompt convection in the early postbounce phase, while
the high-frequency peaks at ⇠400Hz and ⇠900Hz are most
likely due to the deceleration of downflows at the protoneu-

Utilizing Multi-Messenger Observations
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Figure 4. 3D Volume renderings of the specific entropy at ⇠150ms after bounce in the four simulated models. The z-axis of the frames is the vertical, x is
the horizontal and y is into the frame. The scale of the frames is 700km on a side. The colormap is chosen such that cyan corresponds to a moderate specific
entropy of ⇠4.3kB baryon-1, indicating the shock front and low-entropy regions near the protoneutron star. Regions in yellow indicate higher entropy gas at
s ⇠ 16kB baryon-1 and red regions correspond to gas with s ⇠ 20kB baryon-1. These values are chosen to highlight the surface of the shock and gas at a
representative “intermediate” and a representative “high” specific entropy. Note the large scale global asymmetries and the many small blob-like protrusions in
the shock fronts of models whose shock has reached large radii.

to stay high while its shock deformation is still moderate and
shock expansion has not yet become dynamical.

3.2. Protoneutron Star, Neutrino Emission, and
Thermodynamics of the Postshock Region

The three-species leakage/heating scheme employed in our
simulations goes beyond the MB08 light-bulb approach taken
by many recent 3D hydrodynamic studies (e.g., Nordhaus
et al. 2010; Hanke et al. 2012; Burrows et al. 2012; Murphy
et al. 2012; Dolence et al. 2012). These simulations use an-
alytic cooling functions and neglect important protoneutron

star cooling by ⌫x. They also do not take into account changes
of the electron fraction Ye after bounce (Hanke et al. 2012)
or do so only via a parameterization of Ye(⇢), which cannot
account for the strong deleptonization in the region behind
the shock due to electron capture on free protons. Neutrino
heating is realized in these simulations by an analytic heating
function with spatially and temporally constant neutrino tem-
perature and luminosity. An important consequence of these
approximations is that accreted material settling onto the pro-
toneutron star cannot sufficiently cool, deleptonize and con-
tract (Hanke et al. 2012; B. Müller et al. 2012a). This, in
turn, results in too large shock radii and low advection speeds

Supernova 
Central Engine

Explosion reaches 
surface (~1 day)

Optical, X-Ray, 
Gamma Ray, Radio

 from surface

GW

from central engine

Neutrinos (   )⌫
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GW Searches for CCSNe so far

12

FIG. 6: Rate limit per unit volume for standard-candle
sources at the 90% confidence level for a linearly polarized
sine-Gaussian standard-candle with E

GW

= M�c
2. Within

an accuracy of a few percent, the same numerical results
hold also for sources emitting circularly polarized GWs, which
would subsequently appear elliptically polarized at the Earth.
In this Figure, all LIGO and LIGO–Virgo observations since
November 2005 have been combined together.

FIG. 7: Typical GW energy in solar masses at 50% detection
e�ciency for standard-candle sources emitting at 10 kpc for
the waveforms listed in Tables II, III, and IV considering the
H1L1V1 network and the LIGO-Virgo observations since July
2009.

The typical GW energy in units of solar masses for
LIGO-Virgo observation is shown in Figure 7 computed
with Equation 4.2 using the measured hrss at 50% detec-
tion e�ciency for the tested waveforms assuming a stan-
dard candle source emitting at a distance of 10 kpc. The
mass scales with the square of the fiducial distance and
the results are robust over the very wide class of wave-
forms tested. As expected, the GW energy is strongly de-
pendent on the spectral sensitivity of the network, with
a negligible dependence on the specific waveform charac-
teristics.

V. SUMMARY AND DISCUSSION

This paper reports the results achieved by the LIGO
and Virgo detectors in the search for GW transients of
duration . 1 s, without assumptions on the signal wave-
form, polarization, direction or arrival time.

Three detectors were operating at the Hanford, Liv-
ingston and Pisa sites during the second joint observa-
tion of LIGO and Virgo in 2009-2010. The detectors im-
plemented hardware upgrades in order to prototype new
subsystems planned for the upcoming advanced detec-
tors. The resulting sensitivities to GWs were comparable
to those achieved during the first LIGO-Virgo run. The
main contribution of the second run is a 50% increase in
accumulated observation time.

No event candidates were found in this search. We
set better upper limits on the rate of gravitational-wave
bursts at Earth and on the rate density of burst sources
per unit time and volume. These limits combine all avail-
able information from the LIGO–Virgo joint runs and set
the state-of-the-art on all-sky searches for transient grav-
itational waves of short duration.

The reported hrss amplitude of the GW at Earth can
be converted into the energy emitted by a source at some
fiducial distance assuming a simple model as in Equa-
tion 4.2. For example, the energy emitted in gravita-
tional waves in units of solar masses at a distance of 10
kpc and considering measured hrss at 50% detection ef-
ficiency (Table II) is ' 2.2 · 10�8M� for signal frequen-
cies near 150 Hz (5.6 · 10�2M� at 16 Mpc). These GW
energies, though obviously depending on the signal fre-
quency, are approximately constant over di↵erent polar-
ization models of the GW emission, including linearly
polarized sources, circularly polarized sources and un-
polarized emission with random polarization amplitudes
(see Tables II, III, and IV).

The long baseline interferometric detectors LIGO and
Virgo are currently being upgraded to their advanced
configurations, and the next joint observation is planned
for 2015. Another advanced detector, LCGT [38, 39], is
being built in Japan, and there are proposals to realize
an additional advanced LIGO detector outside the USA.
These advanced detectors should achieve strain sensi-
tivities a factor of ten better than the first-generation
detectors. For example, at design sensitivity these de-
tectors should detect a typical core-collapse supernova
anywhere in the galaxy [40] and will be able to put con-
straints on extreme scenarios for core collapse supernovae
within the Local Group [4, 41]. Other possible short du-
ration sources, such as the merger of very high mass stel-
lar black hole binaries, could be visible at distances ex-
ceeding 1 Gpc. During advanced detector observations,
gravitational-wave detections are predicted to occur on
a regular basis [42], thus greatly expanding the field of
gravitational-wave astrophysics.

Abadie+12, PRD 122007, 85
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A Joint GW-    Search for CCSNe

✴ Collaboration with 
IceCube/LVD/
Borexino.

✴ Additional 
coincidence test - 
operate both 
networks at lower 
detection threshold.

✴ Doubles EGW 
sensitivity.

Science reach and null results
GW detector sensitivity fixes the Egw/D2 a search may reach under some assumption of signal 

morphology Æ line in the log-log plot: all combinations of energy-distance above and to the 
left can be probed (and excluded if null result) in a search

We expect the lowering of the threshold the joint analysis allows to provide a factor of 2 strain 
sensitivity improvement, factor of 4 in energy going into GW reach

Additional phasespace probed 
by a joint analysis

Colored lines reflect 
search ability to sea c ab ty to
constrain models 
under the assumption 
of SG153Hz/Q=9 
signal morphology and g p gy
corresponding search 
sensitivity. This will be 
about a factor 50 
worse at 550Hz and a 
factor 500 worse at 
1kHz

⌫
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Additional region probed 
by coincident neutrinos
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✴ Unlikely to detect 
average CCSNe 
beyond Milky 
Way/LMC/SMC.

✴ Sub-threshold signals in GW 
and neutrinos - combine to 
increase observational 
evidence.

✴ Non-detections 
make statements 
about 
progenitors.
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Utilizing sub-threshold GW/   signals
✴ GRB051103.

✴ Estimate noise 
background.

✴ Exclude GW 
emission 
models.

✴ Improve 
neutrino 
search 
sensitivity - 
require GW 
coincidence.

Joint search could benefit neutrino
search as well

• criterion for neutrino search can 
be relaxed er

io
n

LMC Andromeda

Detection probability

• example: for Super-K distant SN 
search, criterion is at least 2 
neutrino events per 20 seconds 
and high energy threshold of fy

in
g 

cr
ite

and high energy threshold of 
17 MeV

• if coincidence with GW signal is 
required, then criterion can be y 

of
 s

at
is

relaxed to a single neutrino 
event; odds will increase that 
distant core-collapse will satisfy 
this criterion P

ro
ba

bi
lit

y

this criterion
• energy threshold could also be 

lowered 

P

Distance to supernova (kpc)
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Statistical Power of SMEE

Minimum SNR required
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Parameter Estimation for CCSNe

✴ Want 
astrophysically 
interesting 
information from 
observations.

✴ Don’t have exact 
analytical 
expressions - 
Principal 
Component 
Analysis (PCA) 
captures dominant 
signal features.

11Sarah Gossan (Caltech) Observing GW from CCSNe 12th September 2013 

TAUP 2013, Monterey

11/16

Parameter Estimation for CCSNe

✴ Reconstruct low SNR 
signals.                
Röver+09.        

✴ Determine CCSN 
explosion mechanism. 
Logue+12.
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PCA and Bayesian Inference

✴ PCA - create basis sets encompassing 
`principal components’ of simulation 
waveform space.

✴ Generate PCs from time-domain, linearly 
polarized waveforms.

✴ Bayesian Inference with Nested Sampling 
algorithm.

✴ PE: Estimate PC coefficients and 
reconstruct injected signals using PCs. 

✴ Model Selection: calculate evidence for 
each model - which PC set is most 
likely given observed data? 

12

p(✓|d,H) =
p(d|✓, H)p(✓|H)

p(d|H)

Posterior

Evidence

7

time (sec)
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1 × 10−21
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1st PC

2nd PC
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FIG. 2: The top three principal components (PCs) derived
from the catalog of waveforms described in Sec. III.

where vi is the eigenvector of H
′
H corresponding to the

ith largest eigenvalue λi. By pre-multiplying both sides
with H, we obtain

HH
′
Hvi = λiHvi. (3)

From this, we can see that Hvi = ui, i.e. Hvi is the
eigenvector corresponding to the ith largest eigenvalue
of HH

′ and thus equals the ith column of U. Fig. 2
illustrates the resulting first three PCs when applying
this procedure to an actual waveform catalog.

V. ANALYSIS STRATEGY

A. Definitions

The starting point of our analysis is a waveform cata-
log, i.e. a catalog of time series (of equal lengths) describ-
ing the gravitational wave signal of core collapse events
corresponding to different input parameter settings. Let
n denote the number of samples (discrete time points)
in each waveform vector and m the number of waveform
vectors in the catalog. As detailed in Section IV, for
these m time series we derive the first k < r eigenvec-
tors, x1, . . . , xk, corresponding to the k largest eigenval-
ues [35]. Each of these eigenvectors again is of length n.

The data to be analyzed (the noisy measurement) are
given in the form of a time series vector y of length
N (N > n). This vector consists of additive non-
white Gaussian noise with known (one-sided) power spec-
tral density denoted by S1(f), superimposed by a core-
bounce burst signal of length n located at an unknown
instant T along the time axis.

Our aim is to model the core-bounce burst signal ob-
servation in terms of the basis of the k eigenvectors de-

scribed above. To this end, we assume that the mean of
the yi’s is a linear combination β1xi,1 + . . .+βkxi,k of the
k eigenvectors, and zero before and after the burst signal.
In matrix notation, this can be expressed in terms of the
expectation value E[y] = X(T )β, where β = (β1, . . . , βk)′

denotes the vector of regression coefficients, and the N×k
matrix X(T ) has column vectors formed by the zero-
padded k largest eigenvectors x1, . . . , xk which are cycli-
cally time-shifted by a lag T .

The signal reconstruction is eventually accomplished
based on the Fourier domain representations of data and
signal; in the following we will be referring to the con-
ventions explicated in Appendix A. Let ỹ denote the
Fourier transformed data vector and x̃i, i = 1, . . . , k, de-
note the discretely Fourier transformed eigenvectors after
zero-padding each to length N . The real and imaginary
parts of these form the columns of the N × k real-valued
matrix X̃ (neglecting the redundant elements due to her-
mitian symmetry).

One of the unknown parameters to be estimated is the
signal’s location T along the time axis, and in order to
match data and signal, one needs to be able to shift both
against each other in time. Let X̃(T ) be the matrix of
Fourier domain basis vectors shifted in time so that these
correspond to a particular signal arrival time T (with
respect to some pivotal time point). Time-shifting of
X̃ by some lag T can be done directly in the frequency
domain by multiplying the original Fourier transform by
a factor of exp(−2πifT ).

B. Model 1: Basic linear regression model

If the data were an exact linear combination of first k
principal components plus measurement noise, then the
following standard linear model would adequately model
the situation:

y = X(T ) β + ε, (4)

where ε is the (Gaussian) noise vector with given (one-
sided) spectral density S1(f). In the frequency domain
this corresponds to

ỹ = X̃(T ) β + ε̃, (5)

where ε̃ now is the Fourier transformed noise vector. In
Fourier domain, the real and imaginary components of
the noise vector ε̃ then simply are independently zero-
mean Gaussian distributed with variances proportional
to the power spectral density S1(f) [72, 73] (see also Ap-
pendix B).

What is known here are the data (measurement) y, the
matrix X of basis vectors (derived from the waveform
catalog through PCA), and the noise’s power spectral
density. The unknowns are the coefficients β and the
time parameter T . The a priori information about these
is expressed in the prior distribution P(β, T ), which is
assumed to be uniform, i.e. any value is assumed equally
likely.
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Inferring the Differential Rotation of CCSN 
Progenitors

✴ Characterize progenitor 
rotation for rotating core-
collapse sources.

✴ Optimal-orientation and 
source at 10kpc - Only A and 
!ic,b unknown.

✴ Two approaches

✴ Model selection.

✴ Numerical template bank. 
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FIG. 1: The ratio of the angular velocity to the central an-
gular velocity as a function for the mass coordinate along the
equatorial plane for the s12WH07 progenitor for five di↵erent
values of the di↵erential rotation parameter A.

our production simulations, we cover our domain with
250 logarithmically spaced radial grids with a central res-
olution of 250 m. The 90� of our domain are covered with
40 equidistant angular grid points. We have performed a
resolution study to ensure that this resolution is su�cient
for the purpose of this study.

We extract GWs using the variant of the Newtonian
quadrupole formula given in [57], which is very accurate
in the case of rotating stellar collapse to protoneutron
stars [72].

III. INITIAL MODELS

Existing presupernova stellar models with rotation
are evolved using spherically-symmetric codes assuming
shellular rotation (e.g., [73–75]). In these models, the
key processes that determine the precollapse rotational
configuration such as the magnetic braking [e.g., 76]
and mass loss [e.g., 77] are treated only approximately,
while the potentially important e↵ects of binary interac-
tions [e.g., 78] are generally not included at all.

Since our knowledge of the precollapse rotational con-
figuration is far from being certain, we employ the non-
rotating 12-M� solar-metallicity progenitor model of [55]
(model s12WH07) and impose a simple parametrized ro-
tation profile, which facilitates control of the total angu-
lar momentum and its distribution. We use the cylindri-
cal rotation law of [40, 79],

⌦($) = ⌦
c


1 +

⇣$
A

⌘
2

��1

, (1)

where ⌦
c

is the initial central angular velocity, $ is the
cylindrical radius, and A is the parameter that controls

the degree of di↵erential rotation. This rotation law
yields constant specific angular momentum at $ � A.
Upon mapping into the code, the spherically symmetric
initial model is set into rotation according to Eq. (1).
Collapse proceeds more slowly than the sound crossing
time of the core and the latter is quickly driven into an
oblate shape by centrifugal e↵ects. The validity of this
approach was studied by [40].

It is important to note that it is currently unclear how
realistic the rotation law given by Eq. (1). However, this
is not a concern for our work, since we aim to explore if
and how di↵erent angular momemtum distributions af-
fect the GW signature of rotating core collapse, bounce,
and early postbounce dynamics. For that purpose, we
need a rotation law that (i) roughly reproduces the an-
gular momentum distribution expected in stellar cores2,
(ii) does not violate any known physical principles and
constraints that are relevant in this regime, and (iii) al-
lows us to easily construct models with di↵erent amounts
and distributions of angular momentum. The rotation
law given by Eq. (1) fulfills these requirements.

We restrict our analysis to a single progenitor model
since di↵erent models with the same distribution of angu-
lar momentum as a function of enclosed mass are likely to
produce very similar dynamics and GW signals at bounce
and in the early postbounce ring-down phase. This was
demonstrated by [43].

We consider five sets of models with five di↵erent
values of the di↵erential rotation parameter A, A

1

=
300 km, A

2

= 417 km, A
3

= 634 km, A
4

= 1268 km,
A

5

= 10000 km. Figure 1 depicts the ratio ⌦/⌦
c

as a
function of mass coordinate for these values of A in the
s12WH07 progenitor model. The higher the value of A,
the weaker the di↵erential rotation. The specific choices
of the Ai are motivated as follows: A

3

is the same value
used in [43] and gives an angular velocity at a mass co-
ordinate of 1M� that is one half of the central value. A

4

is twice as large as A
3

, allowing us to probe somewhat
more rigid initial rotation, and A

5

ensures near uniform
rotation in the inner 1.5M� (corresponding to a radius of
⇠ 3 ⇥ 103 km). A

1

corresponds to extremely di↵erential
rotation and A

2

is in the middle between A
1

and A
3

.
For each choice of A, we simulate sequences of models

with initial central angular velocities starting at ⌦
c,min

=
1 rad s�1 (for this value, rotation is dynamically insignifi-
cant in all models). We increase in ⌦

c

steps of 0.5 rad s�1.
In models with weak or moderate di↵erential rotation
(sequences A

3

�A
5

) the maximum initial central angular
velocity ⌦

c,max

is set by the value at which such models
still collapse. For more di↵erentially rotating models, we
choose ⌦

c,max

in such a way that we obtain the global
maximum of �

ic,b = (T/|W |)
ic,b, the ratio of rotational

2 The rotation law given by Eq. (1) reproduces the radial angular
momentum distribution in, e.g., rapidly rotating models 16TI
and 16OM of Woosley & Heger [75] with reasonable accuracy in
the inner ⇠ 2M� for A ⇠ 850 km.
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Determining A with Model Selection
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A Numerical Template Bank -
 Matched Filtering
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Future Work

✴ Prepare for the first detection of GW from CCSNe!

✴ More collaboration between GW and " working groups.

✴ Low-latency burst pipelines.

✴ Real-time signal analysis.

✴ Extend differential rotation analysis to additional 
physical progenitor parameters, e.g.different explosion 
mechanisms, equation of state.

✴ Inference analysis for both GW and " signatures of CCSNe.
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